
Sampling Method n eB = 0 eB = 0.05 eB = 0.1 eB = .3 eB = .7
(all_items,sample(1)) 6 0.04261 0.02185 0.00285 < 10−5 < 10−5

(all_items,sample(5)) 9 0.02152 0.00289 < 10−5 < 10−5 < 10−5

(bootstrap_items, all) 9 0.00621 0.00166 < 10−5 < 10−5 < 10−5

(bootstrap_items, first_element) 6 0.04243 0.06268 0.00462 < 10−5 < 10−5

(bootstrap_items, sample(1)) 6 0.05317 0.00171 0.00184 < 10−5 < 10−5

(bootstrap_items, sample(5)) 9 0.02094 0.00680 < 10−5 < 10−5 < 10−5

Table 1: Minimum p-value estimation error by sampling method (a tuple of item and response sampler), based
on n experiments per method, for five different levels of M2 perturbation (eB), with eA = 0. n is the number of
experiments using a given method (i.e. number of metrics used in combination with this sampling method).

Metric n eB = 0 eB = 0.05 eB = 0.1 eB = 0.3 eB = .7
Cosine Similarity 6 0.13246 0.02128 0.00184 < 10−5 < 10−5

Aggregated EMD 6 0.02094 0.00444 0.00342 0.03633 < 10−5

Aggregated EMD vectorized 3 0.01807 0.00415 0.00478 0.00808 < 10−5

MSE 6 0.00621 0.03206 0.01349 < 10−5 < 10−5

MAE 6 0.01071 0.02929 0.00020 < 10−5 < 10−5

WinsMAE 9 0.08724 0.00166 < 10−5 < 10−5 < 10−5

Mean of EMDs 3 0.02152 0.02721 0.03219 0.00022 < 10−5

Spearman Rho 6 0.07934 0.02114 0.01110 < 10−5 < 10−5

Table 2: Minimum p-value estimation error by metric, based on n experiments per metric, for five different levels of
M2 perturbation (eB), with eA = 0. n is the number of experiments using a given metric (i.e. number of sampling
methods used in combination with this metric).
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Figure 1: Minimum difference between estimated p-
score and true p-score for each of the 8 metrics, at the 5
levels of perturbation.

6 Application to real-world data

To apply our method on actual data, we need the
item and response data for the ground truth and
the two machines (Gref, Aref, and Bref, respectively).
For our example, we chose Kumar et al. (2021), a
dataset of 107,620 social media comments that are
labeled by five annotators each on the toxicity of
each comment, using a 5-level Likert scale from
0–4. We randomly sampled 1000 items from it
for Gref, normalizing the annotations into [0,1],
yielding possible responses {0,0.2,0.4,0.6,0.8}.

Next, we match the hyperparameters of Algo-

0.00000

0.10000

0.20000

0.30000

𝜖𝐵 = 0 𝜖𝐵 = 0.05 𝜖𝐵 = 0.1 𝜖𝐵 = .3 𝜖𝐵 = .7

Cosine Similarity

Aggregated EMD

Aggregated EMD 
vectorized

MSE

MAE

Wins(MAE)

Mean of EMDs

Spearman Rho

Average Difference Between Est. and Scaled P-Values for Each Metric

Figure 2: For our application to real-world data: min-
imum difference between estimated p-score and true
p-score for each of the 8 metrics and 5 levels of pertur-
bation.

rithm 3 to the actual underlying distributions. We
assume that each response Gi,k is drawn from
a normal distribution with a specific mean and
standard deviation for each item, as before, ex-
cept rather than assuming they come from uni-
form distributions as in Algorithm 3 we now take
parameterized models foldednormal([0, 0.28])
and triangular([-0.05, 0.21, 0.45] for the means
and standard deviations, respectively, fitted to the
107,620-comment dataset. We visually inspect the
histograms to determine the probabilistic model
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